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Abstract  

Traffic jam is a major problem in Dhaka City, so a traffic management support system, with less 

cost, flexible, easily maintainable and secured is in demand. For monitoring road traffic 

condition, Internet based real time bi-directional communication provides a lot of benefits. For 

making traffic system more realistic and reliable, dynamic route computation is a vital 

requirement. Therefore, for predicting road weights, an integrated approach with multiple data 

feeds and back propagation neural network with Levenberg Marquardt optimization is applied. 

The traffic system where NN based dynamic weights computation is used and much more 

suitable to find the optimal routes. Inclusion of BPNN with LM achieved more than 90% 

accuracy. NARX time delay neural network is used to prediĐt differeŶt feature’s ǁeights aŶd 
those are applied in this neural network to determine the road weights of different roads. NARX 

neural network performs better than weighted mean moving average to predict different 

feature’s ǁeights. 
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Chapter 1 

Introduction: 

1.1  Objective of the Research 

Traffic jam is a very important problem in our country. Traffic problem is getting severe day by 

day. For solving traffic congestion through radio, television and several websites provide 

current traffic information. But prediction is not used to provide traffic information. For solving 

this problem different solutions have been proposed [4][5][6][7][8][24]. For these different 

solutions, surveillance system like infrared sensors, CCTV cameras, GSM, sound sensors, aerial 

surveillance etc can be used. For measuring travel times, Bluetooth and Wi-Fi signals can be 

used [29]. Each solution is very costly for the high cost of surveillance system. Heavy 

installations and regular maintenances are also responsible for this high cost. Again in extreme 

weather condition, some of these tools are not effective. These tools are effective in normal 

weather condition. The objective of proposed neural network based road weight prediction is 

to predict road weight accurately for different time condition and reduce the surveillance costs. 

Lateƌ, Dijkstƌa͛s Algoƌithŵ [ϭϱ] is used to get the optiŵal ƌoute fƌoŵ a souƌĐe to destiŶatioŶ. 

1.2  Methodology  

In the proposed neural network [14][23], at first the weights of features are predicted by using 

closed loop NARX time delay neural network. Road maintenance͛s ǁeights are not predicted by 

time delay neural network. Then a simple neural network is used to predict the route weights 

by using these predicted feature͛s weights. It has been ensured that each neural network is 

trained by considerable amount of data, so accuracy rate of predicted road weight is high. For 

training network, back propagation method is used.  

1.3  Outcomes of the Research        

For road weight prediction, two back propagation methods have been used. Those are gradient 

decent back propagation (BP) and Levenberg-Marquardt back propagation (LM_BP). In both 

cases, above 90% percent accuracy is achieved. It shows that, LM_BP perform better than BP. 

Closed loop NARX neural network perform better than weighted moving mean average.  
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Chapter 2 

Background Study 

2.1 BI-Directional Traffic management system 

In this section, for the proposed real time system a generic architecture has been discussed. For 

different purposes like named traffic communication, data networking [24], video conferencing 

[26], chatting and telecommunication, bi-directional communication is used. We can see the 

elements of proposed architecture in figure 2.1. Their involved signaling can also be seen in 

figure 2.1. In this figure, we can see some vehicles, which are indicated as client. Clients have 

access to GPS. GPS allows clients to gather their current location (latitude and longitude). The 

clients are equipped with devices which are supported by WebSocket protocol RFC6455 

[9][25][27]. Clients are also able to handle the web request/response over the HTTP [16]. 

Necessary scripts are requested by client from server at beginning of application. By utilizing 

proxy connection, scripts initiate a WebSocket connection. Server has been informed about the 

method available on client side. Server accepts WebSocket connection. Until any endpoint 

requests to disconnect, server remains open. The logical parts of the web services are hosted by 

WebSocket server. The server application consists the real time location plotting system on 

region based available data.  

 

 

Figure 2.1 Architecture of the proposed system. 

2.1.1 Test Zone/Study Area 

Traffic jam is a serious problem in our city, which shows no signs of improvement. This problem 

causes air pollution, sound pollution, accident and late arrival at destination etc [1][2][3][28]. 

For city like Dhaka traffic jam is a severe problem. It causes lost of valuable time (approx 200%) 

being stuck in traffic jams and ܱܥଶ emissions (approx 300%) has also increased due to the 
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current situation. Banani area is the heart of Dhaka road network. This area has been selected 

for testing vehicle routings. Like other intersections at Dhaka city it follows the all way stop 

control intersection resulting in huge traffic jam at peek hours which make this difficult for 

traffic police to control the vehicle flow in a nimble way. Inside Banani area road network shape 

as quadrangle which is suitable for our test simulation. In fig 2.2, each road is divided into 

segments depending on the junctions to test effectiveness of vehicle routing. Each segment is 

marked as a rectangle. Each segment has five points – four corners and midpoint. The proper 

road segment is indentified by the required four corners. The midpoint of a road defines the 

ƌoad ŵaƌkeƌ. BǇ usiŶg diffeƌeŶĐe ďetǁeeŶ ĐlieŶt͛s loĐatioŶ aŶd segŵeŶt͛s road marker, client 

can decide nearest segment.  

 

Figure 2.2: Route Suggestion before weight increase 

Segment location is stored in data base and placed in Google Map [12][13]. 

 

Figure 2.3: Route Suggestion after weight increase 

2.1.2 Static Road Weight Matrix 

The road weights are stored in database server. One way roads are not considered here. In real 

test weights must be calculated dynamically data which are coming from weather forecast, 

traffic congestion, road condition etc.  Server application able to map any transmitted location 

to an existing location. Then it can plot these on an aerial map.   

 

2.1.3 Static Road Weight Matrix 

Data scraping technique is used to extract data from external data sources. Data is scraped for 

each of the road segments in a regular interval.  Then data is stored in a historic table. 

Meanwhile, weights for the road segments are also updated in weight matrix (Table 2.1). 
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Table 2.1: Part of the weight Matrix 

 

 

Decision tree ([10], [11], [19] and [40]) is used to update the weights of weight matrix.  The top 

node of the tree is the influential piece of data that affects the response variable in model. For 

test purpose four weather attributes are considered- temperature, rainfall, humidity and wind. 

These attributes are used to determine the environmental status. We can change the number 

of attributes according to system requirements. Rainfall is an important attribute for 

determining road condition. For heavy rain road segments can be submerged.  As a result, it 

causes slower traffic movements [28]. The attribute temperature is also important. The engines 

and air condition of the vehicle release heat which increases temperature of the road segment. 

Road safety is directly influenced by the gusts of wind. It causes slower traffic movement. 

Humidity, wind and temperature have direct influence to predict the future rainfall in a 

particular area. These four attributes have direct or indirect relationship with road congestion 

or traffic movement. Increased weights of a road segment by DT decrease the probability of 

choosing road segment as optimal path. By using decision tree [19][20] in figure 2. 4,  

 

Figure 2.4: Visualization of the generated Decision Tree 

 

Road weights are predicted in Table 2.2. Example:  In figure 2.2,   we can see the poiŶt ͚D͛ is 
adjaĐeŶt to poiŶt ͚C͛ aŶd it is oŶ the ƌight side of poiŶt ͚C͛. In figure 2.2 we can see the 

suggested route before weight of the poiŶt ͚D͛ is increased. Now for using decision tree, the 

ǁeight foƌ poiŶt ͚D͛ has increased. In figure 2.3, we can see the alteƌŶate ƌoute, ǁheƌe poiŶt ͚D͛ 
is relocated. 

 

 

Serial Weight ID From ID To ID Road Weight 
I 3 100 

2 6 5 

3 3 2 5 

4 9 15 5 

5 10 4 5 

6 " 4 5 

7 12 4 23 5 

8 13 4 5 
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Table 2.2: Part of the weight Matrix 

 

 

2.2 Road weight Forecast 

Here, future road weights are predicted by utilizing the structured data from the historic 

database. At first module predicts the weights of Rainfall, Temperature, road status etc. 

Weighted moving average algorithm [17] is used to predict the factor values.  

ܵ௡+ଵ = ∑ ௡݊ܶ௡
�=ଵ = ͳ݊ ௡ܶ + ͳ݊ ∑ ௡ܶ−ଵ௡−ଵ

�=ଵ  
(2.1

) 

 

Here, ܵ௡ represents predicted weights of each parameter (Rainfall, Temperature, road status). ௡ܶ represents actual weights of each parameter. n is the window size that means how many 

days are considered.   

= ͳ݊ ௡ܶ + ሺ݊ − ͳሻ݊ × ͳሺ݊ − ͳሻ ∑ ௡ܶ−ଵ௡−ଵ
�=ଵ  (2.2) 

Now,  

ܵ௡ = ∑ ௡ܶ−ଵሺ݊ − ͳሻ௡−ଵ
�=ଵ  (2.3) 

 

So, ܵ௡+ଵ = ͳ݊ ௡ܶ + ሺ݊ − ͳሻ݊ ܵ௡ = ͳ݊ ௡ܶ + (ͳ − ͳ݊) ܵ௡ (2.4) ܵ௡+ଵ = � ௡ܶ + ሺͳ − �ሻܵ௡ (2.5) 

 

In this process most recent data have higher impact on prediction of future weights of each 

attributes. The coefficient α represents the degree of weighting decrease, a constant smoothing 

factor between zero and one. If value of α is close to one that ŵeaŶs pƌeseŶt data͛s pƌioƌitǇ is 
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higher than old data. So, value of α needs to be as large as possible. But it can not be one, 

because in that case all priority will be on latest data and there will be no priority on previous 

data. Now,  ܵ௡ = � ௡ܶ−ଵ + ሺͳ − �ሻܵ௡−ଵ (2.6) 

 

So, ܵ௡+ଵ = � ௡ܶ + ሺͳ − �ሻ[� ௡ܶ−ଵ + ሺͳ − �ሻܵ௡−ଵ] = � ௡ܶ + ሺͳ − �ሻ� ௡ܶ−ଵ + ሺͳ − �ሻଶܵ௡−ଵ = � ௡ܶ + ሺͳ − �ሻ� ௡ܶ−ଵ + ሺͳ − �ሻଶ[� ௡ܶ−ଶ + ሺͳ − �ሻܵ௡−ଶ] = � ௡ܶ + ሺͳ − �ሻ� ௡ܶ−ଵ + ሺͳ − �ሻଶ� ௡ܶ−ଶ + ሺͳ − �ሻଷܵ௡−ଶ = � ௡ܶ + ሺͳ − �ሻ� ௡ܶ−ଵ + ሺͳ − �ሻଶ� ௡ܶ−ଶ + ሺͳ − �ሻଷ� ௡ܶ−ଷ + +ڮ ሺͳ − �ሻ�� ௡ܶ−� + +ڮ ሺͳ − �ሻ௡ܵ௡−ሺ௡−ଵሻ (2.7) 

 

Among all parameters which are used in determining road weights, temperature is one of 

those.    

 

Table 2.3: Temperature of First Fifteen days December 2006 

Date Day Original 

Temperature(weighted 

form) 

Predicted 

Temperature(weighted 

form) 

12/1/2006 1 1 1 

12/2/2006 2 1 0.8 

12/3/2006 3 0 0 

12/4/2006 4 1 1 

12/5/2006 5 1 0.7 

12/6/2006 6 1 1 

12/7/2006 7 1 1 

12/8/2006 8 1 1.1 

12/9/2006 9 1 1 

12/10/2006 10 1 0.9 

12/11/2006 11 1 1 

12/12/2006 12 1 1 

12/13/2006 13 0 0 

12/14/2006 14 0 0 

12/15/2006 15 1 1 

 

https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
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In table 2.3, we can see the actual and predicted temperatures of first fifteen days of December 

2006. Now by applying algorithm of weighted moving average, temperature of coming days can 

be predicted. Here, � = Ͳ.͸ ܲ. ଵ଺݌݉݁ݐ = � × �. ଵହ݌݉݁ݐ + ሺͳ − �ሻ × � × �. ଵସ݌݉݁ݐ + ሺͳ − �ሻଶ × � × �. ଵଷ݌݉݁ݐ +ሺͳ − �ሻଷ × � × �. ଵଶ݌݉݁ݐ + ሺͳ − �ሻସ × � × �. ଵଵ݌݉݁ݐ + ሺͳ − �ሻହ × � × �. ଵ଴݌݉݁ݐ +ሺͳ − �ሻ଺ × � × �. ଴ଽ݌݉݁ݐ + ሺͳ − �ሻ଻ × � × �. ଴଼݌݉݁ݐ + ሺͳ − �ሻ଼ × � × �. ଴଻݌݉݁ݐ +ሺͳ − �ሻଽ × � × �. ଴଺݌݉݁ݐ + ሺͳ − �ሻଵ଴ × � × �. ଴ହ݌݉݁ݐ + ሺͳ − �ሻଵଵ × � × �. ଴ସ݌݉݁ݐ +ሺͳ − �ሻଵଶ × � × �. ଴ଷ݌݉݁ݐ + ሺͳ − �ሻଵଷ × � × �. ଴ଶ݌݉݁ݐ + ሺͳ − �ሻଵସ × � × �. ଴ଵ݌݉݁ݐ +ሺͳ − �ሻଵହ × ܲ. ଴ଵ݌݉݁ݐ = Ͳ.͸ × ͳ + ሺͳ − Ͳ.͸ሻ × Ͳ.͸ × Ͳ + ሺͳ − Ͳ.͸ሻଶ × Ͳ.͸ × Ͳ +ሺͳ − Ͳ.͸ሻଷ × Ͳ.͸ × ͳ + ሺͳ − Ͳ.͸ሻସ × Ͳ.͸ × ͳ + ሺͳ − Ͳ.͸ሻହ × Ͳ.͸ × ͳ + ሺͳ − Ͳ.͸ሻ଺ × Ͳ.͸ × ͳ +ሺͳ − Ͳ.͸ሻ଻ × Ͳ.͸ × ͳ + ሺͳ − Ͳ.͸ሻ଼ × Ͳ.͸ × ͳ + ሺͳ − Ͳ.͸ሻଽ × Ͳ.͸ × ͳ + ሺͳ − Ͳ.͸ሻଵ଴ × Ͳ.͸ ×ͳ + ሺͳ − Ͳ.͸ሻଵଵ × Ͳ.͸ × ͳ + ሺͳ − Ͳ.͸ሻଵଶ × Ͳ.͸ × Ͳ + ሺͳ − Ͳ.͸ሻଵଷ × Ͳ.͸ × ͳ + ሺͳ − Ͳ.͸ሻଵସ ×Ͳ.͸ × ͳ + ሺͳ − Ͳ.͸ሻଵହ × ͳ =0.663989934 

 

Table 2.4: Temperature of Last Fifteen days December 2006 

Date Day Original 

Temperature(weighted 

form) 

Predicted 

Temperature(weighted 

form) 

12/16/2006 16 1 0.663989934 

12/17/2006 17 1 0.865595973 

12/18/2006 18 1 0.946237316 

12/19/2006 19 1 0.978496 

12/20/2006 20 1 0.9913984 

12/21/2006 21 1 0.99655936 

12/22/2006 22 1 0.998623744 

12/23/2006 23 1 0.999449498 

12/24/2006 24 1 0.999779799 

12/25/2006 25 1 0.99991192 

12/26/2006 26 1 0.999964768 

12/27/2006 27 0 0.999985907 

12/28/2006 28 1 0.399993289 

12/29/2006 29 0 0.759997316 

12/30/2006 30 0 0.304 

12/31/2006 31 0 0.121599639 

 

In the same way, weights of rainfall and road status are determined by using weighted moving 

average algorithm. 

https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
https://www.wunderground.com/history/wmo/41923/2007/1/1/DailyHistory.html
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There are a lot of factors which can influence the road weights in different ways. These 

predicted factor values are used to determine estimated road weights. These estimated road 

ǁeights aƌe stoƌed iŶ ͞pƌediĐted ƌoad ǁeight͟ ŵatƌiǆ.   
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Chapter 3 

Related Works 

In many researches neural network has been used to solve many problems [45][46]. Yujing Yang 

and Junhai Ma [33] use LM_BP based neural network in the deduction and application of 

Climate Index in Chinese real state market. HenryA.Rowley, Shumeet Baluja and Takeo Kanade 

[34] work on neural network based face detection system. N.Verma, M. S. Sobhan and T. Jalil 

[4] have proposed Novel Design Proposal For Real Time Traffic Monitoring & Management of 

Dhaka Metropolitan City with Rcap.  M. R. Rahman and S. Akhter [10][11] work on Bi-directional 

traffic management support system with decision tree based dynamic routing and with GPS and 

websocket. V .Preetha Pallavi and V .Vaithiyanathan [35] work on Combined Artificial Neural 

Network and Genetic Algorithm for Cloud Classification. Meera Narvekar and Priyanca Fargose 

[36] work on Daily Weather Forecasting using Artificial Neural Network. Arti R. Naik and 

S.K.Pathan [37] work on Weather Classification and Forecasting using Back Propagation Feed-

forward Neural Network. Pooja Malik, Prof Sranjeet Singh and Binni Arora [38] work on an 

effecting Weather Forecasting Using Neural Network. Shaminder Singh, Pankaj Bhambri and 

Jasmeen Gill [39] work on Time Series Based Temperature Prediction using Back Propagation 

with Genetic Algorithm Technique. Xiaoming Zheng and Sven Koenig [41] work on a project on 

Gestuƌe ‘eĐogŶitioŶ ǁith Neuƌal Netǁoƌks foƌ ͞IŶtƌoduĐtioŶ to AƌtifiĐial IŶtelligeŶĐe͟ Classes. 

Zhang Minli and Qiao Shanshan [42] work on Research on the Application of Artificial Neural 

Networks in Tender Offer for Construction Projects. Karan Kamdar and Amit Mathapati [43] 

work on Artificial Neural Networks for Cancer Research in Prediction & Survival. Vidushi 

Sharma, Sachin Rai and Anurag Dev [44] work on A Comprehensive Study of Artificial Neural 

Networks.  
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Chapter 4 

Materials and Method 

In this chapter we are going to describe two ways of calculating road weights using two back 

propagation methods- Gradient Decent back propagation (BP) and Levenberg-Marquardt back 

propagation. We are also going to describe the way of calculating featuƌe͛s (temperature, 

rainfall and road status) weight using closed loop NARX Time Delay Neural Network.  

4.1 Back Propagation methods 

4.1.1 Gradient Decent Back Propagation method 

This method can be better understood if preceded by an example. So this Section will aim at 

expanding the algorithm with an example. 

 

Figure 4.1: Neural Network with GD method 

 

Table 4.1: Input in the network 

Temperature Rainfall Wind Humidity 

Road 

status 

Road 

maintenance 

1 0 1 1 1 1 

1 0 1 1 2 0 

1 0 1 1 0 0 

1 0 1 1 3 0 

1 0 0 1 1 1 

1 0 0 1 3 0 

1 0 0 1 2 0 

1 0 0 1 3 0 

0 0 1 2 2 1 
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Table 4.2: Output of the network 

Road 

weight 

Binary Form of 

Road Weight 

Rw1 Rw2 

2 1 0 

0 0 0 

0 0 0 

3 1 1 

2 1 0 

3 1 1 

0 0 0 

3 1 1 

2 1 0 

 

Here, as input weights of six features is got into the network. Table 4.1 showing a set of data set 

(input) which will be used for training of the network. Table 4.2 showing corresponding output 

of each data point of table 4.1. Now this network is providing output in binary form, so column 

two and three of table 4.2 is representing the binary result of column one.  Output layer of 

network has two neurons for this binary form of output. Output matrix is 2*1. Input contains six 

features, so input matrix is 6*1. Now, hidden layer no of neurons are not fixed. Here, in this 

network hidden layer has ten neurons. As input has six features and hidden layer has 10 

neurons, weight matrix of hidden layer is 10*6 and bias matrix is 10*1. Output matrix of hidden 

layer is 10*1. Output layer͛s weight and bias matrix are correspondingly 2*10 and 2*1. Data 

poiŶt͛s ǁeights Ŷeǀeƌ ĐhaŶge. BǇ updatiŶg ǁeight aŶd ďias ŵatƌiǆes iŶ eǀeƌǇ epoĐh, outputs aƌe 
getting close to original outputs. Gradient Decent Back propagation method is used for 

updating weights and biases and for measuring performance mean square method is used.  

In equation 4.1 and 4.2, initial weights of weights and bias matrix of hidden layer can be seen 

respectively which is set randomly before training.  

  

[  
   
   
 −ͳ.ͺ ͳ.͵ ͳ.ͷ −ʹ.ͳ Ͳ.Ͷ Ͳ.͸−ͳ.ͺ ʹ.ͳ Ͳ.͵ Ͳ.͵ −ʹ.ͷ −ʹ.͹−ͳ.ͺ ͳ.͹ ͳ.ͳ Ͳ.Ͳ ʹ.ͺ ͳ.͵−ʹ.ͷ ͳ.ͷ ͳ.ͷ Ͳ.͹ Ͳ.Ͳ ʹ.ͲͲ.͹ ͳ.͵ ʹ.͸ −ʹ.ͷ −Ͳ.ͷ Ͳ.͹−Ͳ.͹ ͳ.Ͷ ʹ.Ͳ −ʹ.Ͷ −ʹ.Ͳ Ͳ.͵Ͳ.͹ ʹ.Ͳ −ͳ.ʹ −ʹ.Ͳ −Ͳ.ͻ ʹ.͵ͳ.Ͷ ͳ.ʹ Ͳ.͸ −ʹ.Ͷ −Ͳ.͹ ʹ.ͷͳ.ͺ −ͳ.ͳ −Ͳ.͵ −ͳ.͸ ʹ.ͺ −ͳ.ʹʹ.͹ Ͳ.Ͳ −ʹ.Ͳ −ͳ.Ͷ Ͳ.Ͳ ͳ.͸ ]  

   
   
 
 

 

(4.1) 
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[  
   
   
 −Ͷ.Ͷ−͵.ʹͳ.ͻ−ͳ.͸  Ͳ.Ͷ −Ͳ.Ͷ −ͳ.ʹ ͳ.ͷ͵.ʹ Ͷ.Ͳ ]  

   
   
 
 

 

(4.2) 

 

For showing, how gradient decent back propagation method works during training the first data 

point of table 4.1 has been selected. Below input matrix of that data point can be seen, 

[  
   ͳͲͳͳͳͳ]  

    
For generating output of hidden layer, input matrix is multiplied with weight matrix of hidden 

layer and then it is added bias matrix of hidden layer. Now transfer function of hidden layer is 

logsig. So logistic function is used on this intermediate result to get the output of hidden layer.  ܽℎ�ௗௗ௘௡ = ሺ�ℎ�ௗௗ௘௡݃�ݏ݃݋݈ × ܲ + ܾℎ�ௗௗ௘௡ሻ (4.3) 

 

  

ܽℎ�ௗௗ௘௡ = ݃�ݏ݃݋݈
( 
   
   

[  
   
   
 −ͳ.ͺ ͳ.͵ ͳ.ͷ −ʹ.ͳ Ͳ.Ͷ Ͳ.͸−ͳ.ͺ ʹ.ͳ Ͳ.͵ Ͳ.͵ −ʹ.ͷ −ʹ.͹−ͳ.ͺ ͳ.͹ ͳ.ͳ Ͳ.Ͳ ʹ.ͺ ͳ.͵−ʹ.ͷ ͳ.ͷ ͳ.ͷ Ͳ.͹ Ͳ.Ͳ ʹ.ͲͲ.͹ ͳ.͵ ʹ.͸ −ʹ.ͷ −Ͳ.ͷ Ͳ.͹−Ͳ.͹ ͳ.Ͷ ʹ.Ͳ −ʹ.Ͷ −ʹ.Ͳ Ͳ.͵Ͳ.͹ ʹ.Ͳ −ͳ.ʹ −ʹ.Ͳ −Ͳ.ͻ ʹ.͵ͳ.Ͷ ͳ.ʹ Ͳ.͸ −ʹ.Ͷ −Ͳ.͹ ʹ.ͷͳ.ͺ −ͳ.ͳ −Ͳ.͵ −ͳ.͸ ʹ.ͺ −ͳ.ʹʹ.͹ Ͳ.Ͳ −ʹ.Ͳ −ͳ.Ͷ Ͳ.Ͳ ͳ.͸ ]  

   
   
 
× [  

   ͳͲͳͳͳͳ]  
   +

[  
   
   
 −Ͷ.Ͷ−͵.ʹͳ.ͻ−ͳ.͸  Ͳ.Ͷ −Ͳ.Ͷ −ͳ.ʹ ͳ.ͷ͵.ʹ Ͷ.Ͳ ]  

   
   
 

) 
   
   = ݃�ݏ݃݋݈

( 
   
   

[  
   
   
 −ͷ.ͺ−ͻ.͸ͷ.͵Ͳ.ͳ  ͳ.Ͷ −͵.ʹ −ʹ.͵ ʹ.ͻͶ.͹ Ͷ.ͻ ]  

   
   
 

) 
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=

[  
   
   
   
   
   
   
 ͳͳ + eହ.଼ͳͳ + eଽ.଺ͳͳ + e−ହ.ଷͳͳ + e−଴.ଵ  ͳͳ + e−ଵ.ସͳͳ + eଷ.ଶͳͳ + eଶ.ଷͳͳ + e−ଶ.ଽͳͳ + e−ସ.଻ͳͳ + e−ସ.ଽ ]  

   
   
   
   
   
   
 

=
[  
   
   
 Ͳ.ͲͲ͵ͲͳͲ.ͲͲͲͲ͸Ͳ.ͻͻͷͲ͵Ͳ.ͷʹͶͻ͹ Ͳ.ͺͲʹͳͺ Ͳ.Ͳ͵ͻͳ͸Ͳ.ͲͻͳͳʹͲ.ͻͶ͹ͺͶͲ.ͻͻͲͻͺͲ.ͻͻʹ͸Ͳ]  

   
   
 
 

 

In output layer, output matrix of hidden layer is the input of output layer. In equation 4.4 and 

4.5, initial weights of weights and bias matrix of output layer can be seen which is set randomly 

before training.  [Ͳ.͵͸  Ͳ.ͳͳ Ͳ.ʹͻ Ͳ.ͶͲ −ʹ.͵ͷ Ͳ.ʹͳ  Ͳ.ͷͶ  ͳ.Ͳͳ Ͳ.ͳ͵   Ͳ.ͳͺ Ͳ.͹͹ −Ͳ.͵Ͳ Ͳ.͹Ͳ Ͳ.Ͳʹ −Ͳ.͸ͻ −Ͳ.͵Ͳ  −ͳ.͸Ͳ Ͳ.ͳ͸  Ͳ.͵ʹ Ͳ.Ͳͳ ] 
 

(4.4) [−Ͳ.ͳ͹  Ͳ.Ͳͻ ] (4.5) 

 

Output matrix of hidden layer is multiplied with weight matrix of output layer, then added with 

ďias ŵatƌiǆ. Output laǇeƌ ŶeuƌoŶ͛s tƌaŶsfeƌ fuŶĐtioŶ is puƌeliŶ. Purelin function just forwards 

the result. 

     ܽ௢௨௧௣௨௧ = ݂ሺ�௢௨௧௣௨௧ × ܽℎ�ௗௗ௘௡ + ܾ௢௨௧௣௨௧ሻ (4.6) 
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ܽ௢௨௧௣௨௧ = ݊�݈݁ݎݑ݌
( 
   
   [Ͳ.͵͸  Ͳ.ͳͳ Ͳ.ʹͻ Ͳ.ͶͲ −ʹ.͵ͷ Ͳ.ʹͳ  Ͳ.ͷͶ  ͳ.Ͳͳ Ͳ.ͳ͵   Ͳ.ͳͺ Ͳ.͹͹ −Ͳ.͵Ͳ Ͳ.͹Ͳ Ͳ.Ͳʹ −Ͳ.͸ͻ −Ͳ.͵Ͳ  −ͳ.͸Ͳ Ͳ.ͳ͸  Ͳ.͵ʹ Ͳ.Ͳͳ ]

×
[  
   
   
 Ͳ.ͲͲ͵ͲͳͲ.ͲͲͲͲ͸Ͳ.ͻͻͷͲ͵Ͳ.ͷʹͶͻ͹ Ͳ.ͺͲʹͳͺ Ͳ.Ͳ͵ͻͳ͸Ͳ.ͲͻͳͳʹͲ.ͻͶ͹ͺͶͲ.ͻͻͲͻͺͲ.ͻͻʹ͸Ͳ]  

   
   
 
+ [−Ͳ.ͳ͹  Ͳ.Ͳͻ ]

) 
   
   = ݊�݈݁ݎݑ݌ ቀ[−Ͳ.ʹ͵Ͳ.Ͷͺ ]ቁ = [−Ͳ.ʹ͵Ͳ.Ͷͺ ] 

 

In this way, rest of the data points corresponding output is calculated. Then MSE method is 

applied to calculate total mean square error of the dataset. Let there are Q no of data points in 

dataset. 

݁ = ͳܳ ௤ݐ)∑ − ܽ௤)்(ݐ௤ − ܽ௤)�
௤=ଵ  (4.7) 

 

Assume, mse error is 0.67 (probability). Total gradient of the mean square error is the mean of 

the gradients of the individual data poiŶt͛s squared errors. IŶdiǀidual data poiŶt͛s sƋuaƌe eƌƌoƌ 
is, �̂ = ሺݐ − ܽሻ்ሺݐ − ܽሻ (4.8) 

 

Assuŵe, fiƌst data poiŶt͛s sƋuaƌe eƌƌoƌ is Ϭ.ϲ ;pƌoďaďilitǇͿ. 

For back propagation we need to calculate sensitivities. For this chain rule needs to be applied.  

Sensitivities of layer m is calculated from sensitivities of layer m+1. The sensitivities are 

propagated backward through the network from the last layer to the first layer. ܵெ → ܵெ−ଵ → ڮ → ܵଶ → ܵଵ 

Sensitivities for all layers for all data point must be calculated, when outputs for all data points 

are calculated .There are two layers for this network. So, Maximum value of M is two. Now, for 

layer one, if there are ten points in dataset, there will be ten ܵଵ for each individual data point. 

At the same time there will be ten ܵଶfor layer two. Now, here derivation and calculation of 
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sensitivities for all layers are shown for first data point. For deriving relationship of sensitivities 

for a particular data point, we will use following Jacobian matrix which is actually the output 

matrix of a layer.  

 

 

(4.9) 

 

Heƌe, ŵ ƌepƌeseŶtiŶg a laǇeƌ͛s particular no. 

An expression for this matrix needs to be found, i and j are the elements of the matrix, 

 

(4.10) 

 

Where, 

 

(4.11) 

Jacobian matrix can be written as, 

�݊௠+ଵ�݊௠ = �௠+ଵ [   
 ݂̇௠ሺ݊ଵ௠ሻ Ͳ ڮ ͲͲ ݂̇௠ሺ݊ଶ௠ሻ ڮ Ͳڭ ڭ ڮ Ͳڭ Ͳ ڮ ݂̇௠(݊ௌ�௠ )]   

 
 (4.12) 

 

Now, sensitivity of final layer ܵଶ is, 

�ܵଶ = ��̂�݊�ଶ = ��݊�ଶ (ሺݐ − ܽሻ்ሺݐ − ܽሻ) = −ʹሺݐ� − ܽ�ሻ �ܽ��݊�ଶ = −ʹሺݐ� − ܽ�ሻ݂̇ଶሺ݊�ଶሻ (4.13) 
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This can be written in matrix form as, ܵଶ = −ʹሺݐ − ܽሻ�̇ଶሺ݊ଶሻ (4.14) 

Now, sensitivity of hidden layer ܵଵ is, 

ܵଵ = ��̂�݊ଵ = ቆ�݊ଶ�݊ଵቇ் ��̂�݊ଶ = [   
 ݂̇ଵሺ݊ଵଵሻ Ͳ ڮ ͲͲ ݂̇ଵሺ݊ଶଵሻ ڮ Ͳڭ ڭ ڮ Ͳڭ Ͳ ڮ ݂̇ଵ(݊ௌ1ଵ )]   

 ሺ�ଶሻ்ܵଶ (4.15) 

 

Outeƌ laǇeƌ͛s tƌaŶsfeƌ fuŶĐtioŶ is puƌeliŶ. “o, 

 
(4.16) �̇ଶሺ݊ଶሻ = [ͳͲ]  

 ܵଶ = ݐ)ʹ− − ܽ௢௨௧௣௨௧)�̇ଶሺ݊ଶሻ = −ʹ ∗ Ͳ.͸ ∗ [ͳͲ] = [−ͳ.ʹͲ ] 
HiddeŶ laǇeƌ͛s tƌaŶsfeƌ fuŶĐtioŶ is logsig. “o, ݂̇ଵሺ݊ሻ = ݀݀݊ ( ͳͳ + ݁−௡) = ݁−௡ሺͳ + ݁−௡ሻଶ = (ͳ − ͳͳ + ݁−௡) ( ͳͳ + ݁−௡) = ሺͳ − ܽଵሻܽଵ (4.17) 

 

 

ܵଵ = [   
 ݂̇ଵሺ݊ଵଵሻ Ͳ ڮ ͲͲ ݂̇ଵሺ݊ଶଵሻ ڮ Ͳڭ ڭ ڮ Ͳڭ Ͳ ڮ ݂̇ଵ(݊ௌ1ଵ )]   

 ሺ�ଶሻ்ܵଶ = [  
 ሺͳ − ܽଵଵሻܽଵଵ Ͳ ڮ ͲͲ ሺͳ − ܽଶଵሻܽଶଵ ڮ Ͳڭ ڭ ڮ Ͳڭ Ͳ ڮ ሺͳ − ܽଵ଴ଵ ሻܽଵ଴ଵ ]  

 ሺ�ଶሻ்ܵଶ 

=
[  
   
   
 Ͳ.ͲͲ͵ͲͲͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ ͲͲ Ͳ.ͲͲͲͲͷͻ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ ͲͲ Ͳ Ͳ.ͻͻͷͲ͵ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ ͲͲ Ͳ Ͳ Ͳ.ͲͲͶͻͷ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ.ͳͷͺ͸ͻ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ.Ͳ͵͹͸ʹ͸ Ͳ Ͳ Ͳ ͲͲ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ.Ͳͺʹͺʹ Ͳ Ͳ ͲͲ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ.ͲͶͻͶͶ Ͳ ͲͲ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ.ͲͲͺͻͶ ͲͲ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ Ͳ.ͲͲͺͻͶ]  

   
   
 
 

[  
   
   
 Ͳ.͵͸  Ͳ.͹͹ Ͳ.ͳͳ −Ͳ.͵ͲͲ.ʹͻ Ͳ.͹ͲͲ.ͶͲ Ͳ.Ͳʹ−ʹ.͵ͷ −Ͳ.͸ͻͲ.ʹͳ −Ͳ.͵ͲͲ.ͷͶ −ͳ.͸Ͳͳ.Ͳͳ Ͳ.ͳ͸Ͳ.ͳ͵ Ͳ.͵ʹͲ.ͳͺ Ͳ.Ͳͳ ]  

   
   
 
[−ͳ.ʹͲ ] =

[  
   
   
 Ͳ.ͲͲͳͲͺͲ͵͸ Ͳ.ͲͲʹ͵ͳͲ͹͹Ͳ.ͲͲͲͲͲ͸Ͷͻ −Ͳ.ͲͲͲͲͳ͹͹Ͳ.ʹͺͺͷͷͺ͸ Ͳ.͸ͻ͸ͷʹͳͲ.ͲͲͳͻͺͲͲ Ͳ.ͲͲͲͲͻͻ−Ͳ.͵͹ʹͻʹͳͷ Ͳ.ͳͲͻͶͻ͸ͲͲ.ͲͲ͹ͻͲͳͶ −Ͳ.Ͳͳͳʹͺ͹͹ͻͲ.ͲͶͶ͹ʹʹͺͲ −Ͳ.ͳ͵ʹͷͳʹͲͲ.ͲͶͻͻ͵ͶͶ Ͳ.ͲͲ͹ͻͳͲͶͲ.ͲͲͳͳ͸ʹʹ Ͳ.ͲͲʹͺ͸ͲͺͲ.ͲͲͳ͸Ͳͻͳͻ Ͳ.ͲͲͲͲͺͻͶ ]  

   
   
 
[−ͳ.ʹͲ ] =

( 
   
   
−Ͳ.ͲͲͳʹͻ͸−Ͳ.ͲͲͲͲͲ͹−Ͳ.͵Ͷ͸ʹ͹Ͳ−Ͳ.ͲͲʹ͵͹͸Ͳ.ͶͶ͹ͷͲͷ−Ͳ.ͲͲͻͶͺͳ−Ͳ.Ͳͷ͵͸͸͹−Ͳ.Ͳͷͻͻʹͳ−Ͳ.ͲͲͳ͵ͻͶ−Ͳ.ͲͲͳͻ͵ͳ) 
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In this way, sensitivity for two layers for all data points will be calculated. Then weight and bias 

matrix of every layer is updated from output layer to layer upper.  

 

 

(4.18) 

 

(4.19) 

This way one epoch is completed. Updating weights and biases are continued, until mse is less 

than 0.001 or 8000 epochs are completed. If validation checks satisfy the goal, then the 

procedure is stopped.  

For making the weight more accurate and for removing fractional part, we use following 

condition, ݊݁ݓሺܽ௢௨௧௣௨௧ > Ͳ.ͷሻ = ͳ; ݊݁ݓሺܽ௢௨௧௣௨௧ <= Ͳ.ͷሻ = Ͳ; 
Later, this binary value is converted to decimal value. 

4.1.2 Levenberg-Marquardt Back Propagation method 

 

Figure 4.2: Neural Network with LM method 

The Levenberg-Marquardt backpropagation algorithm can be described as follows, 

In equation 4.20, 4.21, 4.22 and 4.23 initial weights of weights and bias matrix of hidden layer 

and output layer can be seen respectively which are set randomly before training.  

5*6 

5*1 

5*1 
5*1 

2*5 



18 

 

[  
   

]  
    (4.20) 

[  
 

]  
 
 (4.21) 

 [ ] (4.22) [ ] (4.23) 

 

For, every data points in network calculate corresponding output. ܽ௢௨௧௣௨௧௤ = ℎ�ௗௗ௘௡ݓሺ݃�ݏ݃݋௢௨௧௣௨௧݈ݓ)݊�݈݁ݎݑ݌ ∗ ௤݌ + ܾℎ�ௗௗ௘௡ሻ + ܾ௢௨௧௣௨௧) (4.24) 

 

Then, the mean square error for all inputs is calculated. 

݁ = ͳܳ ௤ݐ)∑ − ܽ௤)்(ݐ௤ − ܽ௤)�
௤=ଵ  (4.25) 

 

Marquardt Sensitivities for each layer are calculated for each data points. There are two layers 

in this network. At first for outer layer sensitivity is computed for each data point, ܵ̃ଵଶ = −�̇ଶሺ݊ଵଶሻ (4.26) ܵ̃ଶ = [ܵ̃ଵଶ|ܵ̃ଶଶ|ܵ̃ଷଶ|ڮ |ܵ̃�ଶ] (4.27) 

 

Then, for hidden layer sensitivity is computed, ܵ̃ଵଵ = �̇ଵሺ݊ଵଵሻሺ�ଶሻ்ܵ̃ଵଶ (4.28) ܵ̃ଵ = [ܵ̃ଵଵ|ܵ̃ଶଵ|ܵ̃ଷଵ|ڮ |ܵ̃�ଵ] (4.29) 

 

Now, Jacobian matrix can be computed. 

�ሺݔሻ =
[  
   
 �݁ଵ,ଵ�ݓଵ,ଵଵ �݁ଵ,ଵ�ܾଵଵ �݁ଵ,ଵ�ݓଵ,ଵଶ �݁ଵ,ଵ�ܾଵଶ�݁ଵ,ଶ�ݓଵ,ଵଵ �݁ଵ,ଶ�ܾଵଵ �݁ଵ,ଶ�ݓଵ,ଵଶ �݁ଵ,ଶ�ܾଵଶڭ ڭ ڭ ڭڭ ڭ ڭ ڭ ]  

   
 
 (4.30) 

[�]ଵ,ଵ = �݁ଵ,ଵ�ݓଵ,ଵଵ = �݁ଵ,ଵ�݊ଵ,ଵଵ × �݊ଵ,ଵଵ�ݓଵ,ଵଵ = ܵ̃ଵ,ଵଵ × �݊ଵ,ଵଵ�ݓଵ,ଵଵ = ܵ̃ଵ,ଵଵ × ܲଵ (4.31) 
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[�]ଵ,ଶ = �݁ଵ,ଵ�ܾଵଵ = �݁ଵ,ଵ�݊ଵ,ଵଵ × �݊ଵ,ଵଵ�ܾଵଵ = ܵ̃ଵ,ଵଵ × �݊ଵ,ଵଵ�ܾଵଵ = ܵ̃ଵ,ଵଵ  (4.32) [�]ଵ,ଷ = �݁ଵ,ଵ�ݓଵ,ଵଶ = �݁ଵ,ଵ�݊ଵ,ଵଶ × �݊ଵ,ଵଶ�ݓଵ,ଵଶ = ܵ̃ଵ,ଵଶ × �݊ଵ,ଵଶ�ݓଵ,ଵଶ = ܵ̃ଵ,ଵଶ × ܽଵ,ଵଵ  (4.33) [�]ଵ,ସ = �݁ଵ,ଵ�ܾଵଶ = �݁ଵ,ଵ�݊ଵ,ଵଶ × �݊ଵ,ଵଶ�ܾଵଶ = ܵ̃ଵ,ଵଶ × �݊ଵ,ଵଶ�ܾଵଶ = ܵ̃ଵ,ଵଶ  (4.34) [�]ଶ,ଵ = �݁ଵ,ଶ�ݓଵ,ଵଵ = �݁ଵ,ଶ�݊ଵ,ଶଵ × �݊ଵ,ଶଵ�ݓଵ,ଵଵ = ܵ̃ଵ,ଶଵ × �݊ଵ,ଶଵ�ݓଵ,ଵଵ = ܵ̃ଵ,ଶଵ × ܲଶ (4.35) 

 

 [�]ଶ,ଶ = �݁ଵ,ଶ�ܾଵଵ = �݁ଵ,ଶ�݊ଵ,ଶଵ × �݊ଵ,ଶଵ�ܾଵଵ = ܵ̃ଵ,ଶଵ × �݊ଵ,ଶଵ�ܾଵଵ = ܵ̃ଵ,ଶଵ  (4.36) [�]ଶ,ଷ = �݁ଵ,ଶ�ݓଵ,ଵଶ = �݁ଵ,ଶ�݊ଵ,ଶଶ × �݊ଵ,ଶଶ�ݓଵ,ଵଶ = ܵ̃ଵ,ଶଶ × �݊ଵ,ଶଶ�ݓଵ,ଵଶ = ܵ̃ଵ,ଶଶ × ܽଵ,ଶଵ  (4.37) [�]ଶ,ସ = �݁ଵ,ଶ�ܾଵଶ = �݁ଵ,ଶ�݊ଵ,ଶଶ × �݊ଵ,ଶଶ�ܾଵଶ = ܵ̃ଵ,ଶଶ × �݊ଵ,ଶଶ�ܾଵଶ = ܵ̃ଵ,ଶଶ   ڭڭ (4.38) 

 

Then,  ∆ݔ� is calculated, which is used to update weights of weight and bias matrix of each 

layer. 

 
(4.39) 

 (4.40) 

 � sets to small value at the beginning of the algorithm. The mean square errors using ݔ� +  �ݔ∆

are recalculated. If new mean square error is smaller than old one, then divide � by some factor � > ͳ, and let ݔ�+ଵ = �ݔ +  and then do the same procedure again. If new mean square �ݔ∆

error is larger than old one, then � is multiplied by � and  ∆ݔ� is recalculated. Then mean 

square errors are recalculated for comparison with old one as a result which will occur 

multiplication or division of  � by � can be decided. 

4.2 Closed loop NARX Time Delay Neural Network 

Before predicting road weights of different road, we need to know weights of all features 

(temperature, rainfall, road status). Now the future weights of these features need to be 

predicted. For this closed loop time delay neural network is used to predict future weights of 

these features. For three individual features. Now for predicting weights of temperature and 

rainfall, a NARX time delay network is used. This network has 20 neurons in hidden layer. A 

separate NARX time delay network is used to predict weights for road status. Now for 

predicting weights for and rainfall, seven features are used. Those are day, simple moving mean 
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average for temperature, oscillator [31] for temperature, rate of change for temperature, 

simple moving mean average for rainfall, oscillator for rainfall and rate of change for rainfall.  

 

 

 

Figure 4.3: Closed loop NARX neural network. 

 

Moving Average: It is calculated progressively as an average of N number data values over the 

certain period. 

ܵ௡+ଵ = ∑ �݊ܶ௡
�=ଵ  (4.41) 

 

Now, in table 4.3, we can see the simple moving mean average for temperature and real 

temperatures [32] of a few days. Here, period size is 15.  

 Table 4.3: Simple mean average for Temperature 

Date Temperature(℃) Ma15 

12/3/2016 18 20 

12/4/2016 20 19.33333 

12/5/2016 20 19.5 

12/6/2016 21 19.6 

12/7/2016 22 19.83333 

12/8/2016 21 20.14286 

12/9/2016 22 20.25 

12/10/2016 22 20.44444 

12/11/2016 22 20.6 

12/12/2016 23 20.72727 

12/13/2016 19 20.91667 

12/14/2016 18 20.76923 

12/15/2016 20 20.57143 

12/16/2016 20 20.53333 

12/17/2016 22 20.53333 

  

20*1 

20*1 

20*42 
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12/18/2016 20 20.66667 

12/19/2016 22 20.8 

12/20/2016 22 20.93333 

12/21/2016 22 21.06667 

12/22/2016 22 21.13333 

12/23/2016 22 21.13333 

12/24/2016 22 21.2 

12/25/2016 20 21.2 

Here, mean average [17] for temperature of a day is average temperature of last fifteen days.  

 

ܵଵ଺்௘௠௣௘௥௔௧௨௥௘ = ∑ �்ܶ ௘௠௣௘௥௔௧௨௥௘ͳͷଵହ
�=ଵ  (4.42) 

 

In the same way mean average for rainfall is calculated 

Oscillator: It is used to define the rising and falling trend available in the time series. It is 

defined as difference of moving averages of different time periods. 

ܥܱܵ  = ேଵ�ܯ −  ேଶ (4.43)�ܯ

 

Where, N1 and N2 are different periods and N1>N2. 

Table 4.4 Oscillator for Temperature 

DATE Ma15 Ma30 OSC=Ma30-Ma15 

1/1/2007 20.4 20.46667 0.066667 

1/2/2007 20.13333 20.4 0.266667 

1/3/2007 19.93333 20.36667 0.433333 

1/4/2007 19.6 20.26667 0.666667 

1/5/2007 19.06667 20.06667 1 

1/6/2007 18.4 19.76667 1.366667 

1/7/2007 18 19.56667 1.566667 

1/8/2007 17.4 19.3 1.9 

1/9/2007 17.06667 19.13333 2.066667 

1/10/2007 16.8 18.93333 2.133333 

1/11/2007 16.53333 18.73333 2.2 

1/12/2007 16.53333 18.56667 2.033333 

1/13/2007 16.06667 18.36667 2.3 

1/14/2007 15.86667 18.26667 2.4 

1/15/2007 15.86667 18.16667 2.3 
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In the same way, oscillator for rainfall is calculated.  

 

Rate of change: ROC is the rate of change of data. ܴܱܥ = ேܦ − ௧−ேܰܦ  (4.44) 

 

Now, weights of simple mean average for rainfall, oscillator for rainfall and rate of change for 

rainfall are calculated in same way.  

 

Table 4.5: Input and output of first NARX Network 

Input Output 

Day 
Ma15 

(Temperature) 

OSC 

(Temperature) 

ROC 

(Temperature) 

Ma15 

(Rainfall) 

OSC 

(Rainfall) 

ROC 

(Rainfall) 

Temperature 

(Weighted) 

Rainfall 

(Weighted) 

1 20.4 0.066667 -0.03333 0 0 0 0 0 

2 20.13333 0.266667 -0.06667 0 0 0 0 0 

3 19.93333 0.433333 -0.03333 0 0 0 0 0 

4 19.6 0.666667 -0.1 0 0 0 0 0 

5 19.06667 1 -0.2 0 0 0 0 0 

6 18.4 1.366667 -0.3 0 0 0 0 0 

7 18 1.566667 -0.2 0 0 0 0 0 

8 17.4 1.9 -0.26667 0 0 0 0 0 

9 17.06667 2.066667 -0.16667 0 0 0 0 0 

10 16.8 2.133333 -0.2 0 0 0 0 0 

11 16.53333 2.2 -0.2 0 0 0 0 0 

12 16.53333 2.033333 -0.16667 0 0 0 0 0 

13 16.06667 2.3 -0.2 0 0 0 0 0 

14 15.86667 2.4 -0.1 0 0 0 0 0 

15 15.86667 2.3 -0.1 0 0 0 0 0 

 

Outputs (temperature and rainfall) of the network will be in binary form. Later, which is 

converted to decimal form.   

Here, as input weights of seven features is got into the network as 7*1 matrix. For training the 

network at first open loop is used, that means past predicted output does not need to circle 

back as input in the network. Original past output is used as input. This is done in training 

because at the beginning the result produced by network is not accurate, so if we use this 

faulted result as input, it may take a lot of time to train the network. Now, there are two 

buffers called time delay line (one for input and one for output).  
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Table 4.6: Inputs of present and last five day’s input in input buffer for getting output of sixth day 

Day 
Ma15 

(Temperature) 

OSC 

(Temperature) 

ROC 

(Temperature) 

Ma15 

(Rainfall) 

OSC 

(Rainfall) 

ROC 

(Rainfall) 

1 20.4 0.066667 -0.03333 0 0 0 

2 20.13333 0.266667 -0.06667 0 0 0 

3 19.93333 0.433333 -0.03333 0 0 0 

4 19.6 0.666667 -0.1 0 0 0 

5 19.06667 1 -0.2 0 0 0 

6 18.4 1.366667 -0.3 0 0 0 

 

The iŶput ďuffeƌ ĐoŶtaiŶs pƌeseŶt iŶput data as ǁell as last fiǀe daǇ͛s iŶput data. The output 
ďuffeƌ ĐoŶtaiŶs the last fiǀe daǇ͛s output data. IŶ the iŶput ďuffeƌ all data foƌŵ a ŵatƌiǆ ǁhiĐh 
size is 42*1. 

 

 

Figure 4.4: Open loop NARX neural network. 

 

Table 4.7: Outputs of previous five days in output buffer for getting output of sixth day 

 
Output (In Output Buffer) 

Day Temperature 

(Weighted) 

Rainfall 

(Weighted) 

1 0 0 

2 0 0 

3 0 0 

4 0 0 

5 0 0 

 

In the output buffer, all present outputs form a matrix which size is 20*1. Now, in the hidden 

layer there are two weight matrices- �ଵ (20*42) and �ଶ (20*20) and a bias matrix ܾଵ (20*1). �ଵ  is multiplied with input buffer matrix and �ଶ is multiplied with output buffer matrix, than 

  

Output 

20*1 

20*1 

20*20 

20*42 
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the result is added with ܾଵ. Hidden layer transfer function is logsig (which is differentiable). So 

logistic function is used on this intermediate result to get the output of hidden layer, 

 ܽℎ�ௗௗ௘௡ = ሺ�ଵ݃�ݏ݃݋݈ × �ܲ௡௣௨௧ ௕௨௙௙௘௥ + �ଶ × ௢ܲ௨௧௣௨௧ ௕௨௙௙௘௥ + ܾଵሻ (4.45) 

 

Output of hiddeŶ laǇeƌ is ϮϬ*ϭ ŵatƌiǆ. Output laǇeƌ͛s ǁeight ŵatƌiǆ is �௢௨௧௣௨௧ (4*20) and bias 

matrix is ܾ௢௨௧௣௨௧. Output of hidden layer is multiplied with �௢௨௧௣௨௧and the result is added with ܾ௢௨௧௣௨௧. Output layer transfer function is purelin. Purelin function is used on this intermediate 

result to get the output of output layer.  ܽை௨௧௣௨௧ = ሺ�௢௨௧௣௨௧݊�݈݁ݎݑܲ × ܽℎ�ௗௗ௘௡ + ܾ௢௨௧௣௨௧) (4.46) 

 

Now, when an output is calculated for a data point, the most past input is omitted from input 

buffer and next input gets into the input buffer. In the same way, in output buffer, the most 

past output is omitted from output buffer and next output gets into the output buffer. 

Table 4.8: Inputs of present and last five day’s input in input buffer for getting output of seventh day 

Day 
Ma15 

(Temperature) 

OSC 

(Temperature) 

ROC 

(Temperature) 

Ma15 

(Rainfall) 

OSC 

(Rainfall) 

ROC 

(Rainfall) 

2 20.13333 0.266667 -0.06667 0 0 0 

3 19.93333 0.433333 -0.03333 0 0 0 

4 19.6 0.666667 -0.1 0 0 0 

5 19.06667 1 -0.2 0 0 0 

6 18.4 1.366667 -0.3 0 0 0 

7 18 1.566667 -0.2 0 0 0 

 

 

 Table 4.9: Outputs of previous five days in output buffer for getting output of seventh day 

 
Output (In Output Buffer) 

Day Temperature 

(Weighted) 

Rainfall 

(Weighted) 

2 0 0 

3 0 0 

4 0 0 

5 0 0 

6 0 0 

 

TheŶ, iŶ the saŵe ǁaǇ, that data poiŶt͛s output is ĐalĐulated. Noǁ, iŶ tƌaiŶiŶg the Ŷetǁoƌk, 
Levenberg-Marquardt back propagation algorithm is used to update weights and biases of 

hidden and output layers. 
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When training is over, network is converted into closed loop network. As a result, predicted 

output can now multiplied with weight matrix �ଶ, instead of original output, during using the 

network. 

The NARX network for road status is trained and later used in same way. 

Table 4.10: Input and output of NARX Network for road status 

 
Input Output 

Date Weekday 
Time 

slot 
Ma24 OSC ROC 

Road 

Status 

1/1/2007 Monday 8 10.54166667 -1.27083 1.708333 2 

1/1/2007 Monday 5 10.04166667 -0.4375 -2 3 

1/1/2007 Monday 4 10 
 

-0.08333 1.625 2 

1/1/2007 Monday 7 10 0.083333 -1.875 3 

1/2/2007 Tuesday 8 9.666666667 0.4375 1.875 2 

1/2/2007 Tuesday 5 10.125 -0.04167 -1.5 3 

1/2/2007 Tuesday 4 10.16666667 -0.08333 1.666667 
 

2 

1/2/2007 Tuesday 7 10.29166667 -0.14583 -1.41667 3 

1/3/2007 Wednesday 8 10.29166667 -0.3125 1.416667 2 

1/3/2007 Wednesday 5 10.41666667 -0.14583 -1.41667 3 

1/3/2007 Wednesday 4 10.625 
 

-0.22917 1.75 2 

1/3/2007 Wednesday 7 10.83333333 -0.27083 -1.20833 3 

1/4/2007 Thursday 8 10.79166667 -0.25 1.25 2 

1/4/2007 Thursday 5 10.29166667 0.0625 -2.125 3 

1/4/2007 Thursday 4 10.375 0.125 1.625 2 

1/4/2007 Thursday 7 10.375 0.229167 -1.16667 3 

1/5/2007 Friday 8 10.54166667 0.125 1.916667 0 

1/5/2007 Friday 5 9.583333333 0.354167 -3.16667 2 

1/5/2007 Friday 4 7.083333333 1.645833 -0.875 0 

1/5/2007 Friday 7 5.375 2.5 -3.04167 3 

1/6/2007 Saturday 8 4.5 3.020833 2 1 

1/6/2007 Saturday 5 4.666666667 2.458333 -0.5 3 

1/6/2007 Saturday 4 6.166666667 0.458333 2.333333 2 

1/6/2007 Saturday 7 7.166666667 -0.89583 -1.16667 3 

1/7/2007 Sunday 8 7.833333333 -1.66667 2.5 2 

1/7/2007 Sunday 5 9 -2.16667 -0.83333 3 

1/7/2007 Sunday 4 9.666666667 -1.75 2 2 

1/7/2007 Sunday 7 10 -1.41667 -1.5 3 
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In table 4:10, we can see the sample of input and output of closed loop narx network for road 

status. In all network, we use 70% data for training, 15% data for validation and for 15% data 

for testing.  

For dividing data randomly, we use dividerand function. For cross Validation [22], K-Fold cross 

validation is used. In K-Fold cross validation [40], total data set is divided in K subsets. Than K-1 

subsets are used for training, remaining validation sets are used for testing.  This process runs k 

times for different validation sets. Than, the true error is calculated through the average error 

on the validation sets. 

 

Figure 4.5: K subsets for K-Fold cross validation. 
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Chapter 5 

Experimental Results and their Analysis 

5.1 Results of GD and LM based Neural Network 

For training and testing network, six attributes are considered. Those are rainfall, temperature, 

humidity, wind, road maintenance and road status. We can change the number of attributes 

according to system requirements. DT implementation system has two decision classes (Yes/ 

NO). There are four classes (three to zero) in neural network based system. Decision tree is not 

good for online learning because data is coming continuously and model needs to be updated. 

Data may include some exceptional situation which will force tree to be fall apart and need to 

be constructed again. By just changing the weight values, neural network is capable of 

reflecting the information of new instance on a model very efficiently. In all neural network, 

determining optimal neurons in hidden layer is a tricky part. We start with one neuron in the 

hidden layer and test the performance of the neural network on the basis of a fixed test set, 

and then we increase the number of neurons until we achieve maximum accuracy. When the 

maximum accuracy is found, we select that neuron number as optimal neuron in hidden layer. 

In GD method no of optimal neurons are ten and in LM method no of optimal neurons are five. 

 

 

Figure 5.1: Selection # of Neuron in Hidden Layer 

In GD Based neural network, we have achieved 96.8% accuracy and in LM based neural 

network, we have achieved 100% accuracy. We can see LM perform better than GD. We have 
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used total 1456 data points for training and testing in both methods. In fig 5.2 and fig 5.3, we 

can see the regression analysis of GD and LM methods respectively.  

 

Figure 5.2:  Regression analysis of Gradient Decent (GD) NN 

 

Figure 5.3: Regression analysis of Levenberg-Marquardt (LM) NN 

For measuring the overall performance, the training process performs several times for 

analyzing the confidence interval of training, testing and validation. In table 5.1, we can see the 

training, testing, validation and overall performance of training algorithms. 

Table 5.1: Comparison of regression analysis of NN training techniques (matlab) 

Training 

Technique 

Training Testing Validation All 

GD_BP_NN 0.92133 0.92347 0.89885 0.91851 

LM_BP_NN 0.99827 0.99852 0.99895 0.99841 

For measuring the true accuracy, k-fold cross validation [22] is used to estimate the true 

accuracy of the model. Thus LM based BP model has achieved 98%-100% accuracy. 



29 

 

Table 5.2: True error by K-Fold cross validation 

Training Data set Testing Data set Average Error (Five repeatations) 

1-972 973-1456 0% 

485-1456 1-484 1.08% 

1-487 and 972-1456 488-971 0% 

Total average error 0.36% 

Accuracy 99.64% 

5.2 Results of NARX Implementation: 

We have used closed loop NARX time delay networks to predict the weights of temperature, 

rainfall and road status. We have used 250 data points for training and 50 data points for 

testing for NARX network which is for temperature and rainfall. According to table 5.3, NARX 

network for temperature and rainfall achieves maximum accuracy, when time delay in input 

and output buffer are zero to five and one to five respectively and no of neurons are 15 in 

hidden layer.  

Table 5.3: Accuracy of predicted temperature and rainfall for different time delay and different no of 

neurons in hidden layer. 

Tapped 

Delay 

Input 

Tapped 

Delay 

output 

Number 

of 

Neurons 

in the 

hidden 

layer 

Mse(btrain) 

(probability) 

Mse(btest) 

(probability) 

Mse(temp) 

(probability) 

Mse(rain) 

(probability) 

Mse(test) 

(probability) 

0-5 1-5 

3 0.2755 0.2400 -0.2200 0.7000 0.8200 

5 0.6041 0.5100 0.3200 0.7000 0.8750 

10 0.3163 0.3000 -0.0800 0.6800 0.7750 

15 0.6633 0.8100 0.9200 0.7000 0.9300 

20 0.7306 0.4500   0.9200 -0.0200 0.8300 

25 0.5837 0.6000 0.7200 0.4800 0.8550 

0-7 1-7 

3 0.7388 0.7200 0.7400 0.7000 0.9100 

5 0.6898 0.6800 0.6600 0.7000 0.8750 

10 0.5939 0.4800 0.3600 0.6000 0.8700 

15 0.6980 0.7700 0.8400 0.7000 0.9250 

20 0.3980 0.4300 0.2600 0.6000 0.8150 

25 0.2245 0.5600 0.7600 0.3600 0.8400 

0-10 1-10 

3 0.7184 0.7500 0.9200 0.5800 0.8800 

5 0.4510 -0.3800 -1.4600 0.7000 0.6850 

10 0.6041 0.5700 0.4400 0.7000 0.9000 

15 0.5469 0.5800 0.5800 0.5800 0.8500 

20 0.4367 0.3800 0.1200 0.6400 0.8550 

25 0.4041 -0.3500 -0.9200 0.2200 0.4700 

0-15 1-15 

3 0.4265 0.8100 0.9200 0.7000 0.9300 

5 0.3673 0.8100 0.9200 0.7000 0.9300 

10 0.7102 0.7800 0.9200 0.6400 0.8950 
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15 0.5776 0.3300 0.1600 0.5000 0.7550 

20 0.5265 0.2600 0.7600 -0.2400 0.7650 

25 0.6837 0.4600 0.8400 0.0800 0.7950 

The accuracy on testing data that we achieve is 81%. In fig 5.4 we can see predicted weights 

almost overlap on actual weights. There are some extreme condition, on those days predicted 

values fail to match with actual values.    

 

Figure 5.4: Actual and Predicted weights of temperature and rainfall 

 

If we predict weights of temperature and rainfall by using weighted moving mean average 

algorithm, we will achieve 79.20% accuracy.  NARX neural network perform better than 

weighted moving mean average algorithm. 

Table 5.4: Accuracy of predicted road status for different time delay and different no of neurons in 

hidden layer 

Tapped 

Delay 

Input 

Tapped 

Delay 

Output 

Number 

of 

Neurons 

in the 

hidden 

layer 

Mse(btrain) Mse(btest) Mse(Rs) 

0-5 1-5 3 0.9924 0.6200 0.9150 

  5 0.5316 0.2300 0.7400 

  10 -0.7646 -0.9400 0.5800 

  15 -0.5468 -0.3600 0.6200 

  20 -1.0430 -0.6300 0.6050 

  25 0.1443 -0.1700 0.7600 

0-7 1-7 3 0.1959 0.1500 0.7550 

  5 0.2519 -0.2600 0.6950 
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  10 0.4529 0.4400 0.8450 

  15 -1.5394 -2.1100 0.4550 

  20 -0.8499 -0.7500 0.6150 

  25 -1.0204 -1.3700 0.5700 

0-10 1-10 3 0.3410 -0.1300 0.6600 

  5 0.0333 -0.3300 0.6350 

  10 -0.0769 -0.3800 0.5950 

  15 -0.2282 0.0500 0.7400 

  20 -0.4282 -0.4400 0.7300 

  25 -0.1154 -0.3300 0.7350 

 

According to table 5.4, NARX network for road statuse achieves maximum accuracy, when time 

delay in input and output buffer are zero to five and one to five respectively and no of neurons 

are three in hidden layer.  

 

Figure 5.5: Actual and Predicted weights of road status. 

 

In fig 5.4 we can see for training of the network, 400 data points have been used and for testing 

100 data points have been used. We can also see predicted output almost cover the actual 

output. There are some extreme situation for that predicted output fail to match with actual 

output some time. For testing data we have achieved 62% accuracy. If we calculate weights by 

using weighted moving mean average algorithm, then we only achieve 16.45% accuracy. So, in 

all cases, NARX neural network is better than weighted moving mean average algorithm. 
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Chapter 6 

Conclusion and Future Work 

6.1 Conclusion 

We use neural network to predict the road weight. Two types of back propagation techniques 

(Gradient decent based back propagation and Levenberg-Marquardt based back propagation) 

are used to predict the road weight. LM back propagation is performing better than GD back 

propagation. NARX time delay neural network is used to predict featuƌe͛s weights for road 

segment. We haǀe suĐĐeeded to aĐhieǀe ďetteƌ aĐĐuƌaĐǇ iŶ pƌediĐtiŶg featuƌe͛s ǁeights. 

6.2 Future Work 

Genetic algorithm [21] can be integrated to the neural network to improve the performance. 

Dynamic web based system can be used as an altered static web based system.  
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