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Abstract 

 

 

Neural network is a programming paradigm which enable a computer to learn from observational 

data.  Neural network was created based on the human neuron. Now a day’s Neural network 

provide more accurate solution in the field of computer vision such as image recognition, face 

detection and many other field speech recognition, natural language processing. To make model 

using neural network, one of the hardest part is collect training data. To train a model a neural 

network need a huge amount of data. In this study, we introduce a technique how to customize 

training data so that using same amount of data we can achieve better accuracy. As a neural 

network model, we have used convolutional neural network. Our problem is human detection. 

We give an input image in our model our model can predict the input image is human or not. We 

have collected human face image as positive image and images those not contain human face as 

negative image. Then we build a convolutional neural network which can predict human or non-

human. We tune our training data in 2 processes then again train our model which can achieve 

more accuracy than the previous one. We took 3 type of test datasets and compare those test set 

result.Finally, we implement our model for IoT based smart door system. 
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Chapter 1 

Introduction 

1.1 Background  

Human visual system is one of the wonders of the world. They are skilled at adopt various kinds 

of human face detection. But when same things come for computer, it’s not easy to detect face 

from image. There are more than billions of species in this world. Among them detection human 

face is little tough. Besides an image does not contain only face, maximum area of the image does 

not contain faces. Using the technique of data mining and deep learning algorithm predicts an 

image contain human face. Deep learning, in particular convolutional neural network (CNN), has 

achieved promising result in face detection recently.  In real world face detection large visual 

variations, such as those due to pose, expression and lighting effect. CNN can take image as direct 

input and powerful to rotation, translation and scaling deformation of images.  By manually 

acquiring some facial feature from an image is difficult and time consuming where CNN could 

extract effective facial feature automatically. So, choosing CNN for face detection is benefited. 

Thus, object detection has become one of the most important in computer vision field, especially 

IoT devices like surveillance and biometrics device. In this research, we built an advanced 

discriminative model to accurately detect faces from an image weather input image does contain 

human face or not. The target of this paper is to propose a IoT based smart door system with CNN 

where if the device found human face only then door will open. 
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1.2 Problem Statements. 

i. From the problem of getting better accuracy neural network needs more training data, 

we introduce our model where with the modification of existing dataset we increase 

the accuracy. We also propose a generalize framework that will work for any image 

object detection. 

ii. From the object detection based door open system, we proposed an IoT based smart 

door system architecture with our model.  

1.3 Research objective           

i. To propose an algorithm which will give better accuracy with same data set. 

ii. To design IoT based smart door system with CNN classifier.            

                                                                             

1.4 Thesis contribution          

i. We have introduced an algorithm which increase accuracy with same amount of data 

previously used. Our algorithm maximizes the model accuracy without increase the 

amount of training data. We showed the difference of accuracy between raw data and 

modified data. 

 

ii. Then we have proposed an IoT based smart door system where we integrate our 

introduced technique. In which, door will open only when it found human face in front 

of door. Otherwise door will keep close. 
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1.5 Paper Orientation 

i. In chapter one, we have discussed the background of our research, the objective of our 

research and our contribution in this study. 

ii. In chapter two, we have discussed the literature review, paper and resource from where 

we inspire.  

iii. In chapter three, we show our proposed model. Proposed method framework, proposed 

network architecture, proposed algorithm, Different mathematical equations and 

examples.  

iv.  In chapter four, we show results of different experimental senate, and make a 

comparison of those result. 

v. In chapter five, we discuss the overall conclusion, and also discuss about our future 

work. 
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Chapter 2 

Literature Review 

2.1  Review of Existing Techniques          

There are many kinds of research studies have been done using artificial intelligence, 

machine learning and deep learning in computer vision sector. The classical object detection 

algorithms always use the sliding window method where image detected with a fixed-size 

rectangular window. Then the classifier will decide on that window. There are various 

classifiers based on different decision method like feature-based techniques, deep learning 

neural networks [12] and statistical learning-based techniques [13]. In paper [4], author 

proposed a neural network and they apply CNN for face detection of an image. with their 

network, they scanned whole image at all possible locations. In reference [6], the author 

develops a neural network that can detect semi-frontal human faces in complex images. In 

paper [1], the author proposed a face recognition system based on CNN and SVM. In their 

system, they used CNN to extract image feature and SVM as a classifier. They used 

optimization technique to improve performance of CNN. They used some necessary data to 

pre-train CNN to improve the generalization ability of that network. The internet of things 

(IoT) is an emerging topic of technical, social and economic significance. In paper [10], The 

author has introduced an heterogenous many core based object detection system for embedded 

system and IoT device. Their face detection showed the implementation of the framework. In 

reference [11], They introduced, wireless access monitoring and control system based on 

digital door lock. They used ZigBee human detection module to identify the human using 

camera.  After identification, the digital door will open which is operates a motor connected 
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locking system. In paper [14], They introduced an approach salient object detection mainly it 

combination of multi-task fully convolutional neural network(FCNN) and nonlinear 

regression. For an image, they first use FCNN to compute a course saliency map as a 

foreground information and then use non-linear regression for saliency refinement. After that, 

the course-grained foreground and background saliency map are combined and finally refined 

based on graph Laplacian regularized non-linear regression to identify actual information of 

object boundary.  

 

2.2  Summary 

Early approaches in this field typically formulate new algorithm or new IoT based technique 

for face detection as the problem of image processing. To improve model accuracy in neural 

network, increase the training set data. But we introduced a model where without increasing 

training data we can improve the accuracy of a model. We also propose an IoT based door 

lock system which is implementation of our model.   
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Chapter 3 

Research methodology 

3.1 Proposed Framework 

In this study, we have used 22200 images as positive image which contain human and 

15815 images as negative images which does not any human images. We have collect positive 

images from Face Recognition Database [3], LFWcrop [9], web face [8] and negative images from 

visual geometry group [5], Ponce Research Group[7]. 

 To train a convolution neural network, we have to use a large number of training data. But 

collecting those training data is not easy, so we make 2 steps pre- processing our training dataset 

so that we can achieve more accuracy from the same amount of dataset. In the first pre-processing, 

we flip our 14% positive training dataset from left to right. In the second pre-processing, we rotate 

our 14% positive training images rotate from 0-25 degree randomly. The reason of rotate and flip 

our 28% positive training dataset is that our model can extract more feature from the training data. 

In real world, human face can appear in different angle, from different side. So, if we flip and 

rotate some portion of our training dataset we will get more accurate result.    
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In our proposed framework, we show how we modify our training dataset with two processes and 

how the data are flow to the CNN model. 

 

Figure 3.1 Dataflow Diagram of Model  

 

 

Figure 3.1 shows how our algorithm transforms training data to modified data to get better 

accuracy and without increasing the amount of data for training data set. 
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Positive raw data: Images that collect from different source that contains only human images.  

Flip data: we flip 14% of positive raw data flip from left to right 

Rotate data: 14% of our positive raw data are being rotated from left to right in different angle. 

The angle of the rotation has been selected randomly. 

Modified data: 28% of raw and flip data arrange together with other 78% of positive raw data. 

Raw negative data: Data that does not contain any human images collected from different source. 

Input data: modified positive data and negative data has now become the input data. Which we 

can use to train our convolutional neural network. 
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3 . 2  Proposed Network Architecture 

 We have created a Convolutional neural network using 3 convolution layers 2 max pooling 

layer and 2 fully connected layers and a dropout. Input image with size 32*32 and channel one is 

inserted into the first convolution layer.  

The layer is as sequence,  

 

 First convolution layer 

 First max pooling layer 

 Second convolution layer 

 Third convolution layer 

 Second max pooling layer 

 First fully connected layer 

 Dropout 

 Second fully connected layer 
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Figure 3.2: Diagram of CNN model 

 

Figure 3.2 Shows how we design our network. It also shows the combination of using 3 

convolution layers 2 max pooling layer and 2 fully connected layers and a dropout of 

Convolutional neural network. 
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1. First Convolution Layer  

 In first convolution, we have used same padding strive [1,1,1,1]. Input images with height 32 

weight 32. Number of filter 32 filter size 3 Relu has been used as activation function. Bias are 

adding to weight randomly.  

 

2. First max pooling 

First convolution layer output will be used as the output of the First max pooling layer. Size of the 

kernel or pooling kernel size as 2, padding also used as same. 

3. Second Convolution Layer 

First max pooling layer output has been used as the input of the Second Convolution layer. In 

Second convolution, we have used same padding strive [1,1,1,1]. Number of filter 64 filter size 3 

Relu has been used as activation function. Bias are added to weight randomly.  

 

4. Third Convolution Layer 

Second convolution layer output has been used as the input of the Third Convolution layer. In 

Third convolution, we have used same padding strive [1,1,1,1]. Number of filter 64 filter size 3 

Relu has been used as activation function. Bias are added to weight randomly.  

 

5. Second max pooling 

Third convolution layer output will be used as the output of the Second max pooling layer. Size of 

the kernel or pooling kernel size as 2, padding also used as same. 
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6. First fully connected layer 

Second max pooling output has been used as the input of the First fully connected layer. Number 

of units for this layer is 512. Relu is the activation function of this layer. 

 

7. Dropout 

We have used 0.5 dropout rate, it will throw randomly some date to prevent over fit. 

 

8. Second fully connected layer 

The units of this fully connected layer is Second, because in this layer it will predict the final result. 

SoftMax has been used as the activation function. 
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 3.3 Proposed Algorithm 

 Step1: dataset = read all positive image data  

 Step2: unflipdata = 14% of dataset 

 Step3: while (unfilpdata) 

  Step4: flipdata = flip data from left to right 

  Step5: save flip data in specific destination 

 Step6: unrotatedata = 14% of dataset 

 Step7: while(unrotatedata) 

  Step8: rotatedata = rotate data from 0-30 degree randomly 

  Step9: save rotate data in the specific destination 

 Step10: modifiedimputdata = move flipdata and rotatedata to positive image data  
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     Orginal image            flip image 

Figure 3.3 Original image and flip image example 

 

In figure 3.3 first image show one of the raw data images after passing the raw image the second 

image shows the modified image which is flip from left to right. 
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 Orginal Image                Rotate Image 

Figure 3.4 Orginal image and Rotate image Example 

 

In figure 3.4 first image show one of the raw data images after passing the raw image in our 

algorithm the second image shows the modified image which is rotate with a random degree. 
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Mathematics Equation 

Confusion matrixes mainly describe the performance of a classifier model and it contains 

information about actual and predicted classifications done by a classification system [24]. For 

evaluating the performance of such systems, we have to use the data in the matrix. The following 

table shows the confusion matrix for a two-class classifier. 

 TN is the number of correct predictions that an instance is negative. 

 FP is the number of incorrect predictions that an instance is positive. 

 FN is the number of incorrect of predictions that an instance negative.   

 TP is the number of correct predictions that an instance is positive. 

                            

                            Table 3.1: Confusion Matrix. 

 
Predicted 

positive Negative 

Actual Positive TP FN 

Negative FP TN 

 

We need a couple of mathematical formula to calculate the accuracy, precision, recall and F1 

measure. With the help of below formulas, we calculate accuracy and other staffs and those are 

showing in the result section. 
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i) For decision tree: Calculating the information gain  

True positive rate =  
𝑻𝑷

𝑻𝑷+𝑭𝑵
…………………….…..... (3.1) 

False positive rate  =  
𝑭𝑷

𝑭𝑷+𝑻𝑵
……………………….... (3.2) 

 

Precision (confidence) =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  …………….……… (3.3) 

    Recall =   
𝑇𝑃

𝑇𝑃+𝐹𝑁
 ……………………………………… (3.4) 

    F1 measure =  2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 …………….….... (3.5) 

 

ii) Evaluation the Performance:  For overall accuracy, 

   Accuracy =  
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁)
× 100% ………………..……….. (3.6) 
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3.4 Proposed System 

In this propose system there will a web camera with every door. When any human stand in 

front of the door the door the camera captures the image, and send to the server with its door id, 

our human classifier model will run in the server it checks the input image whether it contains 

human or not, if the classifier detects human it sends signal to the microcontroller of the specific 

door from which door the input image come from. Then the door will open automatically.    

 

Proposed System Diagram 

In our proposed system, there will be individual web camera attach each door and every 

door has a unique door id, so that server can send signal to each individual door. The web camera 

capture images and send it to the server, the server will make decision whether it opens the door 

or not. If the server detects any human in the input image it will sent signal to the microcontroller 

of that specific door to open the door otherwise server takes no action. The human detection part 

is performed by our CNN classifier .
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                                                Figure 3.5: Diagram of proposed system 

Figure 3.5 shows our proposed system. In this system, there will be a web camera with 

every door and the door will be identified with a unique door id. The camera will send capture 

image with its door id to the server. Our human classifier will run in the server and check whether 

the input image contain any human. If the classifier found human the server send signal to the 

micro controller of the specific door number to open the door. 

3.5 Summary  

 From this chapter, we get a CNN model that can detect human and we also introduced a 

method so that we can modify our training dataset. We give some examples how our modified data 

look like. Then we propose an IoT based system where we can implement our model. In the next 

chapter, we compare the result of two types of dataset. 
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Chapter 4 

 Result and discussion 

4.1 Experimental Scenario  

In this study, first we have trained our convolution neural network with raw dataset and 

calculate the accuracy of the model. Then we train our CNN model with our modified dataset and 

calculate the accuracy. Then we compare our model for raw dataset and training dataset. 

 Test Dataset 1 

 Total tested data 1848. Human face contains data 1403 Non-human face 445 

 Confusion matrix for raw data model 

Table 4.1 Confusion matrix of raw data model for Test Dataset1 

 
Predicted 

Human Non-

human 

 

Actual 

Human 956 447 

Non-

human 

90 355 

 

Table 4.1 the confusion matrix shows the value of TP, TN, FP, and FN. 

 



21 
 

 

Here, 

TP = 956, TN = 355, FP = 90, FN = 447 

Detail accuracy by class for raw data model 

Table 4.2 Details Accuracy of raw data model for test dataset 1   

Class value 

True positive rate 0.68 

False positive rate 0.20 

recall 0.91 

Precision 0.68 

F1 measure 0.78 

 

 

Figure 4.1 Pie chart of raw data model for training dataset 1 

TP
52%

TN
19%

FP
5%

FN
24%

Raw Data Chart

TP TN FP FN
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Figure 4.1 Shows that from raw data model we have achieved 52% TP and 19% TN in case of test 

dataset1. So, the raw model can successfully detect 71% test data and failed to detect 29% test 

data. 

From Raw data, we have achieved 70.94% accuracy. 

Confusion matrix for modified data, 

Table 4.3 Confusion matrix of Modified data model for Test Dataset1 

 
Predicted 

Human Non-

human 

Actual Human 1046 357 

Non-

human 

104 341 

 

Table 4.3 the confusion matrix shows the value of TP, TN, FP, and FN. 

Here,  

 TP = 1046, TN = 341, FP = 104, FN = 357 
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Detail accuracy by class for modified data model, 

Table 4.4 Details Accuracy of modified data model for test dataset 1 

Class value 

True positive rate 0.75 

False positive rate 0.23 

recall 0.91 

Precision 0.75 

F1 measure 0.82 

 

 

 

Figure 4.2 Pie chart of modified data model for test dataset 1 

TP
57%

TN
18%

FP
6%

FN
19%

Modified Data Chart

TP TN FP FN
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Figure 4.2 Shows that from raw data model we have achieved 57% TP and 18% TN in case 

of test dataset1. So, the modified data model can successfully detect 75% test data and failed to 

detect 25% test data. 

From modified data, we have achieved 75.05% accuracy 

 

 

Figure 4.3 Accuracy graph for test dataset 1 

Figure 4.3 show the difference of accuracy between the raw data model and the modified data 

model. From raw data model, we have achieved 70.94% accuracy and from modified data model 

we have achieved 75.05% accuracy. In case of test dataset1 we have increased 4.11% accuracy.  
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69

70

71

72

73

74

75

76

Raw Data modified Data

Accuracy
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 Test Dataset 2 

 Total tested data 948. Human face contains data 503 Non-human face 445 

 Confusion matrix for raw data model, 

Table 4.5 Confusion matrix of raw data model for Test Dataset2 

 
Predicted 

Human Non-

human 

Actual Human 350 153 

Non-

human 

90 355 

 

Table 4.3 the confusion matrix shows the value of TP, TN, FP, and FN. 

Here,  

 TP = 350, TN = 355, FP = 90, FN = 153 
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Table 4.6 Details Accuracy of raw data model for test dataset 2  

Class value 

True positive rate 0.69 

False positive rate 0.20 

precession 0.79 

recall 0.69 

F1 measure 0.74 

 

 

Figure 4.4 Pie chart of raw data model for training dataset 2 

Figure 4.4 Shows that from raw data model we have achieved 37% TP and 37% TN in case of test 

dataset2. So, the raw data model can successfully detect 74% test data and failed to detect 26% 

test data. 

From Raw data, we have achieved 74.37% accuracy. 

TP
37%

TN
37%

FP
10%

FN
16%

Raw Data Chart

TP TN FP FN
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Confusion matrix for modified data model, 

Table 4.7 Confusion matrix of modified data model for Test Dataset2 

 Predicted 

Human Non-

human 

Actual Human 380 123 

Non-

human 

104 341 

 

Table 4.7 the confusion matrix shows the value of TP, TN, FP, and FN. 

Here,  

 TP = 380, TN = 341, FP = 104, FN = 123 

Detail accuracy by class for modified data model 

Table 4.8 Details Accuracy of modified data model for test dataset 2 

Class value 

True positive rate 0.76 

False positive rate 0.23 

precision 0.79 

Recall 0.76 

F1 measure 0.77 
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Figure 4.5 Pie chart of modified data model for training dataset 2 

 

Figure 4.5 Shows that from modified data model we have achieved 40% TP and 36% TN in case 

of test dataset2. So, the modified data model can successfully detect 76% test data and failed to 

detect 24% test data. 

From modified data, we have achieved 76.05% accuracy. 

 

TP
40%

TN
36%

FP
11%

FN
13%

Modified Data Chart

TP TN FP FN
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Figure 4.6 Accuracy graph for test dataset 2 

Figure 4.6 show the difference of accuracy between the raw data model and the modified data 

model in case of test dataset2. From raw data model, we have achieved 74.37% accuracy and from 

modified data model we have achieved 76.05% accuracy. In case of test dataset2 we have increased 

1.68% accuracy.  

 

 

 

 

 

 

 

73.5

74

74.5

75

75.5

76

76.5

Raw Data modified Data

Accuracy



30 
 

Test Dataset 3 

 Total tested data 648. Human face contains data 203 Non-human face 445 

 Confusion matrix for raw data model. 

Table 4.9 Confusion matrix of raw data model for Test Dataset3 

 
Predicted 

Human Non-

human 

Actual Human 136 67 

Non-

human 

90 355 

 

Table 4.9 the confusion matrix shows the value of TP, TN, FP, and FN. 

Here,  

 TP = 136, TN = 355, FP = 90, FN = 67 

 

 

 

 

 

 



31 
 

Detail accuracy by class for raw data model   

Table 4.10 Details Accuracy of raw data model for test dataset3 

Class Value 

True positive rate 0.67 

False positive rate 0.20 

precession 0.60 

recall 0.67 

F1 measure 0.63 

 

 

 

Figure 4.7 Pie chart of raw data model for training dataset 3 

TP
21%

TN
55%

FP
14%

FN
10%

Raw Data Chart

TP TN FP FN
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Figure 4.7 shows that from raw data model in case of test data3, we have achieved 21% TP and 

55% TN. So, the raw data model can successfully detect 76% test data and failed to detect 24% 

test data. 

From Raw data, we have achieved 75.77% accuracy 

 

Confusion matrix for modified data model, 

Table 4.11 Confusion matrix of modified data model for Test Dataset3 

 
Predicted 

Human Non-

human 

Actual Human 151 52 

Non-

human 

104 341 

 

Table 4.11 the confusion matrix shows the value of TP, TN, FP, and FN. 

Here,  

 TP = 151, TN = 341, FP = 104, FN = 52 
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Detail accuracy by class for modified data model 

Table 4.12 Details Accuracy of modified data model for test dataset3 

Class value 

True positive rate 0.74 

False positive rate 0.23 

precision 0.59 

Recall 0.74 

F1 measure 0.66 

 

 

 

Figure 4.8 Pie chart of modified data model for training dataset 3 
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Figure 4.8 shows that from modified data model in case of test data3, we have achieved 23% TP 

and 53% TN. So, the raw data model can successfully detect 76% test data and failed to detect 

24% test data. 

From modified data, we have achieved 75.96% accuracy 

 

 

Figure 4.9 Accuracy graph for test dataset 3 

Figure 4.9 show the difference of accuracy between the raw data model and the modified data 

model in case of test dataset3. From raw data model, we have achieved 75.77% accuracy and from 

modified data model we have achieved 75.96% accuracy. In case of test dataset3 we have increased 

.19% accuracy.  

 

From test dataset3 we have increase 0.19% accuracy. 

 

75.65

75.7

75.75

75.8

75.85

75.9

75.95

76

Raw Data modified Data

Accuracy



35 
 

4.2 Performance Comparison  

Comparison among three data set, 

Table 4.13 Comparison amount three dataset. 

Dataset Raw Data Accuracy Modified Data Accuracy 

Test Dataset1 70.94% 75.05% 

Test Dataset2 74.37% 76.05% 

Test Dataset3 75.77% 75.96% 

 

Table 4.13 shows the comparison of accuracy between test data model and modified data model. 

In all cases we have seen that the accuracy of modified data is greater than the accuracy of raw 

dataset. Is case of test dataset1 we have seen the comparison is greater than the other two test 

dataset. The reason is that in test dataset1 we use more positive image (human) than the negative 

image (non-human). We have modified only our positive raw images so that our network can 

extract more feature, as a result in test dataset when the number of positive image is large the 

accuracy deference will be more. In case of test dataset2 the positive image and negative is are 

almost same so the difference of accuracy between raw data model and modified data model is 

less than test dataset1. In case of Test dataset3 the positive image is less than the negative image 

so the accuracy difference is less than the test dataset2. In all three conditions, we have seen that 

the accuracy is increased when we use our modified data.   
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Figure 4.10 Comparison of three test dataset 

Figure 4.10 shows the difference of accuracy between raw data and modified data getting from 

three types of test dataset. From test dataset1 we have achieved accuracy 70.94% for raw data 

model and 75.05% accuracy for modified data model we able to improve accuracy by 4.11%, from 

test dataset2 we have achieved accuracy 74.37% for raw data model and 76.05% for modified data 

model in case of test dataset2 we have achieved 1.68% improvement. From test dataset3 we have 

achieved 75.77% from raw data model and 75.96% accuracy for modified data model, in this case 

we improve accuracy by 19%. 
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4.3 Summary  

 In this chapter, we compare the results from three test datasets. We show how the accuracy 

increases for three type of test data. From test dataset1 we have achieved accuracy 70.94% for raw 

data model and 75.05% accuracy for modified data model we able to improve accuracy by 4.11%, 

from test dataset2 we have achieved accuracy 74.37% for raw data model and 76.05% for modified 

data model in case of test dataset2 we have achieved 1.68% improvement. From test dataset3 we 

have achieved 75.77% from raw data model and 75.96% accuracy for modified data model, in this 

case we improve accuracy by 19%. All types of test data we get improvement from raw data model 

to modified data model.  

 

 

 

 

 

 

 

 

 

 

 



38 
 

Chapter 5 

Conclusion 

5.1 Overall Conclusion 

 In this research, we have introduced a propose model of IoT based smart door using CNN 

classifier. The door will only open when any human stand in front of it. We have created a CNN 

model which can detect human and we also introduce a method that how we can increase the 

accuracy of any CNN model without increase the training dataset. To train a CNN network we 

need to collect a huge amount of data, in our case we need a large amount of positive (human) and 

negative (non-human) images. By using our method, we have shown how we can increase the 

accuracy without increasing the amount of training dataset. We have train our model with raw data 

and get 71% accuracy and then we retrain our model with our modified data and get 75% accuracy. 

We able to increase 4% of accuracy. This method can be applied in any CNN model, if any one 

builds a network which can detect dog or which can detect any object our method can be applied 

to get more accuracy.  

 

5.2 Future Works 

 In future, we increase the amount out training dataset so that we could get more than 90% 

accuracy. We modify our CNN classifier that can recognize human faces so that we can use this 

model in many security surveillance and security related system where face detection needed. 
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